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ABSTRACT

The reliable detection of protein-protein interactions by affinity purification mass spectrometry (AP-MS) is crucial for the understanding of biological processes. Quantitative information can be used to separate truly interacting proteins from false positives by contrasting counts of proteins binding to specific baits with counts of negative controls. Several approaches have been proposed for computing scores for potential interaction proteins, e.g. the commonly used SAINT software. However, it remains a subjective decision where to set the cutoff score for candidate selection and, further, no precise control for the expected number of false positives is provided.

In related fields, successful data analysis strongly relies on statistical pre- and postprocessing steps which, so far, have only played a minor role in AP-MS data analysis. We introduce a complete workflow, embedding either the scoring method SAINT or alternatively a two-stage-poisson model into a pre- and postprocessing framework. To this end, we investigate different normalization methods and apply a statistical filter adjusted to AP-MS data. Further, we propose permutation and adjustment procedures, which allow the replacement of scores by statistical p-values.

The performance of the workflow is assessed on simulations as well as on a study focusing on interactions with the T3SS in Salmonella Typhimurium. Preprocessing methods significantly increase the number of detected truly interacting proteins, while a constant false-discovery rate is maintained. The software solution is freely available.
INTRODUCTION

The reliable identification of protein-protein interactions plays a key role in numerous biological questions, for instance in the search for components forming a protein complex or for inferring the function of a protein by its known interaction partners.

Affinity purification combined with mass spectrometry analysis (AP-MS) has emerged as a popular technique to study protein interactions. 1-3 A protein of interest, the bait-protein, is purified in the AP-step with potential interaction partners binding to it. This is followed by a digestion of the extracted protein mixture into peptides which are separated by liquid chromatography (LC) and subsequently sequenced by mass spectrometry. Based on the acquired MS/MS-spectra, peptides are identified by database search strategies and proteins are inferred subsequently. The abundance of the proteins in label-free MS experiments can be assessed by determining continuous MS-intensities or by MS/MS spectral counting. The outcome of a label-free AP-MS study is a list of possible interaction partners (preys) of the bait protein supported by quantitative information.

However, these raw AP-MS data sets bear a large number of false positive interactions (here referred to as ‘contaminants’). Contaminants frequently occur as proteins that bind non-specifically, e.g. to affinity matrix, antibody or tag. 2 It is crucial to have negative controls, in which the affinity purification is repeated in the same setting, but without the bait protein since these may indicate contaminant proteins. Hence, the main challenge in the analysis of AP-MS data lies in the reliable separation of true interaction proteins from contaminants.

Different computational approaches have been proposed to address this task in label-free AP-MS data using the stronger quantitative evidence of true interactions in bait than in control purifications. These methods range from heuristic filtering methods to empirical and probabilistic scoring approaches. 3-5 Eliminating all proteins that were detected in the negative controls constitutes the most rigid treatment, whereas filtering for proteins with a ratio of spectral counts in the bait versus control experiments exceeding a certain threshold is often a more suitable alternative. Further, different frequency filters have been introduced, judging the reproducibility in replicates as well as
the abundance of a protein in different baits within a large-scale study. In a serial dilution approach of bait and control samples, quantification profiles are used to characterize true and false interaction proteins. Widespread is the application of a statistical t-test to compute the significance for an interaction based on spectral counts, which can be misleading since the underlying discrete counts do not follow a normal distribution as required for the test. Minimal fold change requirements as well as positions in volcano plots have been added as additional criteria to the p-value. In the empirical method CompPass, a D-score is calculated corresponding to an adjusted spectral count based on the uniqueness and the abundance of the prey proteins as well as the reproducibility of interactions. Truly interacting proteins are defined by a D-score threshold estimated by simulations. In another empirical approach, the relative protein abundance is estimated by normalized spectral abundance factors (NSAF). A prey is regarded as a contaminant if the ratio of its NSAF values between bait and control samples lies below an empirically selected threshold. A sophisticated, probabilistic approach, SAINT, was developed on spectral count data and later extended to include MS-intensity data. Scoring the interaction of a bait-prey pair by SAINT is based on a Bayesian model estimating the distribution of true and false interactions including different features.

The main challenge in the analysis of AP-MS data is the reliable generation of a cutoff score for candidate selection and the estimation of the expected number of false positives. This is similar to existing standards in other areas of proteomic research, e.g. for the identification of peptides and proteins. Some scoring methods give instructions how to at least approximate a false-discovery rate (FDR), however, the accuracy of this estimation cannot be guaranteed and has not been assessed so far due to the lack of appropriate benchmark data sets. Finally, the aim is to provide wet-lab scientists with a highly reliable list of protein interaction candidates which gives a valuable advice how many and which validation experiments are worth conducting.

In related fields, such as the analysis of microarray and next-generation sequencing data, it has been shown that successful data analysis relies on the impact of statistical preprocessing steps. However, normalization or statistical filtering is not considered or has only played a minor role in AP-
MS data analysis so far.

In this contribution, we investigate the impact of pre- and postprocessing steps on AP-MS data analysis. Considering different normalization methods adapted from microarray and RNA-seq analysis and applying a statistical filter adjusted to AP-MS data, we show how the detection of truly interacting proteins can significantly be improved by preprocessing of the data. For postprocessing, we propose a permutation methodology with the application of the Westfall & Young algorithm in order to replace ad hoc interaction scores with a more proper and interpretable statistical measure. This allows setting the cutoff in the list of potential interaction proteins according to a desired significance level or respectively to the expected number of false positive interactions one is willing to accept in the final output list.

We focus on single-bait data sets which are designed to specifically identify the true interaction partners of a protein of interest, a common objective in particular in bacterial experiments. The experiment should include replicates to assure a certain level of confidence and additional negative controls are required. The label-free quantification method considered is spectral counting.

We use SAINT as a current de facto gold standard for these experiments and introduce a complete pipeline for the analysis of AP-MS data with pre- and postprocessing steps framing the scoring method SAINT.

In addition, we investigate if the analysis of AP-MS data can benefit from existing techniques established for the analysis of RNA-seq data. Studies of differential expression between two conditions on RNA-seq data also result in discrete count data and exhibit many parallels to the identification of interaction proteins in AP-MS data. Yet, a major difference is that all methods proposed for RNA-seq data are two-sided tests. They simultaneously consider up- and down-regulation in expression, while in AP-MS data the focus is entirely on one-sided strategies identifying significantly higher values in bait samples than in controls. We focus on a two-stage-poisson model (TSPM) and adapt it to AP-MS data.

We introduce two alternative workflows for the analysis of AP-MS data with pre- and postprocessing
procedures, but replace SAINT with the adapted TSPM approach for evaluating the interactions. TSPM can be combined with two different postprocessing procedures – the procedure of Westfall & Young and the method of Benjamini-Hochberg, providing different controls of false positive interactions.

The performance of the three proposed workflows is assessed on simulated data as well as on experimental data focusing on interactions with export apparatus components of the type III secretion system on pathogenicity island 1 of Salmonella Typhimurium. Thereby, we comprehensively study and discuss the added value of each single component within the workflow. As a result, we show the impact of pre- and postprocessing methods and how the detected number of truly interacting proteins can significantly be increased while maintaining a constant false-discovery rate.
METHODS

As shown in Figure 1, the proposed workflow for the analysis of AP-MS data consists of three main parts: preprocessing, scoring and p-value assessment for each protein. Preprocessing comprises normalization and filtering of the data. Normalization is necessary to make samples comparable by removing systematic biases. Here, we compare five different normalization methods. Next, a filtering step allows early elimination of obvious contaminants from further analysis. In order to determine the interaction potential of a protein and to provide an initial ranking of interaction candidates either SAINT or TSPM can be applied. SAINT delivers a score and TSPM provides a test statistic from a likelihood ratio test for each individual protein. To evaluate the significance of the scores, a permutation procedure is performed to assess whether it could have been derived by chance. The permutation procedure builds the empirical distribution of scores and subsequent application of the Westfall & Young algorithm allows the replacement of scores by p-values that can be interpreted in a statistical way. In case of TSPM, p-values can alternatively be derived from the known underlying χ²-distribution. Further adjustment methods account for the total number of candidate proteins. Finally, the approach enables the estimation of the portion of false positives in a list of interaction candidates by a family-wise-error rate (FWER) or a false-discovery rate (FDR).

[ Figure 1 ]

DATA REQUIREMENTS

The workflow focuses on single-bait experiments with the goal of identifying all detectable interaction partners with high confidence. For scoring and postprocessing, a minimum of three replicate bait samples is a prerequisite in order to account for variation in the experiment and to ensure reliable results. Preprocessing is also applicable to two replicates. The method works for single-bait replicates generated by independent sample preparation, purification and MS runs as well as on technical replicates. Further, negative control experiments are essential for the detection of contaminant proteins and also here at least three replicates are advisable. The CRAPome database
offers new possibilities to integrate negative controls in case the same purification condition is met in the repository. Protein abundances are assessed by spectral counting.

PREPROCESSING: NORMALIZATION

The purpose of normalization is to remove systematic biases from the data and to enable a comparison between the samples. Biases in LC-MS/MS data can evolve from different sources: varying sample processing conditions can lead to different amounts of probe material in the samples, further, instrument calibration, LC columns or changes in temperature during the experiment may influence measured protein abundances. When investigating differential protein abundances, the detection of a change could be due to technical and experimental aspects. Hence, normalization of the data is crucial to remove these biases in order to enable the detection of existing biological changes caused by truly interacting proteins.

Normalization methods have been a major focus of research in genomics and main ideas are transferable. The assumption made in most of these normalization methods is that the majority of genes are not differentially expressed between different conditions, thus normalization is performed across all samples in order to align these genes. This concept can be transferred to proteome analysis when the abundance of most proteins remains unchanged, however this assumption does not hold for AP-MS data. In an AP-MS setting, proteins are only measured if they either purify with the bait or in the control. Thus, proteins showing the same quantities in both samples are likely contaminants and will not be common. Hence, the idea of scaling the abundance of the majority of proteins to the same level in all samples is not appropriate. However, we do expect a uniform expression of the protein abundances within the replicate samples for either control or bait, which justifies the separate application of normalization procedures to remove technical and experimental biases.

A second issue is that generally fewer identified proteins are expected in control than in bait samples. Thus, a sample-wise normalization procedure can boost lower abundant proteins in the
controls relative to higher abundant proteins in the baits. We balance this effect by rescaling normalized counts by the median count level in baits and controls respectively.

We adapted, implemented and applied different normalization methods commonly known from the analysis of microarray and RNA-seq data \(^5\) to AP-MS data. Up to date, the most prevalent and - to our knowledge - the only commonly available normalization method for AP-MS data is the *sumtotal* method. \(^5,23\) Here, each protein count within a sample is divided by the total number of counts being measured within that sample. Difficulties can occur if a sample contains an outlier in terms of an extremely high count; as a consequence all counts in the corresponding sample are decreased by the normalization. A more robust version with regard to outliers is the scaling method referred to as *upperquartile*. \(^22\) Instead of the sum of counts, the 75\(^{th}\) percentile (the upper quartile) of all counts within each sample is calculated and serves as a denominator. An even stronger approach to align count distributions in terms of quantiles is the *quantile* normalization which has become popular in microarray analysis. \(^14\) The goal of this method is to adjust the distributions of protein counts across the samples by forcing them to the same quantiles.

Further, two normalization methods that evolved with RNA-seq data, thus being designed for discrete count data, are applied: the *DESeq* approach by Anders and Huber \(^24\) and the *TMM* method by Robinson and Oshlack \(^25\). In *DESeq*, a ratio is calculated for each protein by dividing the counts of a protein in a given sample by the geometric mean of counts for that protein across all samples. Finally, each count is corrected by dividing it by the median of all ratios determined in the corresponding sample. *TMM* requires the selection of a test and a reference sample in order to compute scaling factors. Each count in the chosen test sample is then divided by a weighted mean of log ratios between test and reference sample.

All normalization methods align replicates and remove systematic biases. However, the choice of the most appropriate normalization method may depend on data characteristics (see also supplementary material).
PREPROCESSING: FILTERING

Another crucial preprocessing step concerns the filtering of the data \(^{26}\) in order to eliminate obvious contaminants from further analysis. The overall aim of filtering is to enrich the data for truly interacting proteins, while simultaneously reducing the number of potentially interacting proteins. This is especially important for the subsequent testing procedure as reducing the number of proteins to be tested decreases the multiple testing problem. The proposed method comprises two different filters, a biologically motivated filter and a statistical variance filter.

The role of the biological filter is to account for proteins showing higher counts in the control samples than in the bait samples. Exhibiting a stronger binding affinity to the matrices than to the bait protein is pointing to a clear contaminant. These proteins are identified by contrasting their median count in the controls to the median in the bait samples and are removed from the data set. The second filter is motivated by the idea that a truly interacting protein should show an increase of counts in the bait samples compared to the controls. A protein is assumed to be a contaminant in case it shows similar counts across all samples. This is indicated by a low variance of the counts. It is important that the filtering involves all samples independently of the underlying class labels (bait and control); this approach is termed non-specific filtering. As a filtering criterion, the overall variance of the counts is computed for each protein and the fraction of proteins with the lowest overall variance is removed. A more robust criterion is to derive the inter-quantile-range (IQR) of the protein counts corresponding to the difference between the 25% and 75% quantile. The computation of the IQR is useful if outlying counts are expected and the sample size is large enough (\(\geq 8\)).

The subsequent challenge is to define the cutoff for filtering, specifying the group of proteins having a variance or IQR below the cutoff and thus being considered as contaminants. One possibility is to set the cutoff according to a quantile. In case that no prior knowledge is available for defining a quantile cutoff, a common approach is to determine the shortest interval containing 50% of the data in the variance distribution, assuming the majority of proteins holds a small variance. The mean of the calculated interval can be used as cutoff \(^{27}\) (see supplementary material for more details on the biological filter and the cutoff choice).
SCORING

Scoring of all proteins allows a ranking from most likely interacting proteins to putative contaminant proteins. We apply the scoring method of SAINT and introduce a two-stage-poisson model (TSPM).

SAINT

SAINT *(Significance Analysis of Interactome)* \(^{10,11,28}\) was developed for scoring protein-protein interactions in label-free quantitative AP-MS data. A Bayesian model calculates the posterior probability of observing a true interaction based on the count of a specific prey protein. By further averaging over replicate samples, a confidence score for each protein-protein interaction is obtained. A score in close proximity to 1 represents a true interaction, while a score decreasing to 0 refers to a likely contaminant.

TSPM MODEL

We adapt a two-stage-poisson model (TSPM) \(^{18}\) to AP-MS data, which was originally developed for the analysis of RNA-seq data, and apply it for scoring protein-protein interactions. TSPM considers *generalized linear models* under the assumption that the observed counts for each protein are derived from a poisson distribution. A *reduced model* is fitted under the null hypothesis that the counts for each protein have no discriminative character between bait and control samples, hence all samples are treated the same ignoring their labels. An alternative *full model* is fitted assuming that there is an association between the counts of a protein and the corresponding sample labels. This means that different count profiles are expected in the bait and control samples.

In the following step, a likelihood ratio test (LRT) is applied to compare the two models. In case the LRT leads to the rejection of the null model in favor of the alternative model, the considered protein is likely to be a true interaction protein. The model fitting and the subsequent LRT are carried out protein-wise, thus a likelihood ratio test statistic is obtained for each individual interaction candidate.

The procedure was adapted to a one-sided test as we are only interested in cases where counts in the bait samples exceed the ones measured in the controls. A second adaption concerns overdispersion in the data (see supplementary material).
POSTPROCESSING: PERMUTATION FRAMEWORK AND ADJUSTMENT PROCEDURES

Independently of the scoring method, we aim at replacing the score by a true significance level. This allows revealing how valuable a score is or whether it could have been derived by chance. In case that the underlying distribution of the scores is known, a statistical p-value can easily be inferred. The distribution of SAINT scores is not known and p-values cannot be calculated directly. Using other scoring schemes, distributions might also be uncertain due to a small sample size, which is a common issue in AP-MS experiments. Therefore, we propose the application of a permutation procedure, which builds an empirical distribution in order to assess statistical p-values for the given scores.

The permutation principle is a well-established method, originally introduced by Fisher. First, the original score is calculated for each protein by the scoring method. In the following step, the sample labels are permuted to simulate the effect of having a known distribution of false results. This means a former control replicate is now labeled as a bait replicate while a bait replicate turns into a control, and thus a permuted data set is created. A subsequent score is calculated for each protein of the permuted data set. All possible permutations between bait and control labels are conducted and each time the scores are computed. The number of possible permutations corresponds to the binomial coefficient \( \binom{n+m}{n} \) with \( n \) and \( m \) being the number of replicates of bait or control, respectively. For instance, 69 permutation scores are obtained for each protein in a four vs. four-setting of bait and control replicates. The resulting empirical distribution of scores for a considered protein corresponds to an estimation of the underlying count distribution. If the original score of the protein exceeds its permutation scores, this indicates that it is better than random chance. In contrast, a protein receives a very weak support if the exchange of control and bait labels leads to a better score than the original one.

The standard approach to estimate a p-value for a protein is by calculating the fraction of its permutation scores that are at least as extreme as the score obtained from the original dataset.

Here, a major problem arises in the case of a small number of replicates. Considering three replicates per group corresponds to 20 possible permutations, which leads to a smallest attainable p-value of 0.05. In AP-MS settings, the number of replicates tends to be small and requires an integrative
procedure. A powerful method in ‘small sample number, large feature number’ situations is the algorithm introduced by Westfall & Young. It integrates the overall ranking of the original scores and accounts for the number of exceeding permutation scores by regarding each protein individually as well as in the context of other candidate proteins. In addition, the total number of proteins is incorporated in a stepwise manner. The entire procedure results in p-values controlling the family-wise-error rate (FWER). Thereby, Westfall & Young constitutes a less conservative method compared to other FWER controlling methods, e.g. Bonferroni, Holm or Hochberg. Since it computes a FWER, the selection of proteins below a threshold of 0.05 refers to the expectation that no false positives are contained in the corresponding list of interaction proteins with a probability of 95%. SAINT as well as TSPM can be combined with the Westfall & Young procedure and their results become comparable based on the FWER.

For TSPM, a second procedure is applicable to calculate p-values without the need for permutation sampling, as the underlying distribution is already known. Each protein receives a likelihood ratio test statistic, which converges to an asymptotic $\chi^2$-distribution. Thus, p-values for each protein can directly be inferred from the $\chi^2$-distribution. An additional adjustment of the p-values is necessary to account for the number of proteins tested: Here, the method of Benjamini-Hochberg (which is less conservative than the Westfall & Young method) can be applied to control the false-discovery rate (FDR). Selecting candidate proteins below a threshold of 0.05 provides a list of interaction proteins, while restricting the expected number of false positives in the list to 5%. This constitutes a different concept to control false positive interactions in a final list of candidate proteins.

IMPLEMENTATION

The introduced framework is implemented in the package apmsWAPP for R (version > 2.14) and the TSPM based workflows are also available in the OpenMS framework (see supplementary material) and can be downloaded from https://sourceforge.net/projects/apmswapp/. Application of the three different workflows in R is based on two main commands, enabling researchers with little knowledge of R to use it, and the OpenMS framework provides a graphical user interface.
EXPERIMENTAL SETUP

We conducted two experiments to evaluate the proposed workflows: (i) a simulation study to evaluate the impact of the individual workflow components and to test the reliability of the FDR or FWER respectively and (ii) a real data study in *Salmonella Typhimurium*.

SIMULATION SETUP

The simulation study is designed to allow evaluating the performance with a well-defined and easily verifiable ground truth. Typical challenges of an AP-MS experiment are simulated including contaminants, low overall number of count signals or low difference of counts between bait and control. Overall, the simulation comprises eight samples, four repeats of a bait experiment and four control replicates. A total set of 500 proteins is simulated, consisting of 400 contaminant proteins and 100 truly interacting proteins. The interacting proteins and contaminants are further separated into different *protein classes* (see supplemental Figure 2 and 3a): We include classes of truly interacting proteins that do not have any counts in the control experiments and classes which appear in the control samples, but have a stronger presence in the bait experiments. The contaminants are defined by four different classes.

To simulate the effects of experimental noise, we rely on the common assumption that spectral counts follow a poisson distribution \(^{40}\), which also constitutes the basis for the SAINT model. For all contaminants, counts are simulated from a single poisson distribution for bait and control samples. In contrast, counts for truly interacting proteins are derived from two different poisson distributions representing the control and the bait experiment. Thereby, the difference in the poisson distributions depends on the respective class of truly interacting proteins (refer to supplemental Figure 2). In order to simulate biases of real AP-MS data, counts of two randomly chosen samples are up- and downscaled by changing the parameter of the poisson distribution by a factor of two. Further, two single outliers are added corresponding to proteins which possess an extremely high count in one of the samples in order to challenge the proposed methods.
We conducted a total set of 50 simulations, sampling the different protein classes, to assess the variability and robustness of the results. One additional simulation set was created, in which the counts are sampled from negative binomial distributions in order to evaluate the performance on a different distribution and two further simulations assess the robustness for larger sample sizes.

**SALMONELLA DATA STUDY**

The experiment focused on interactions of the export apparatus component SpaS of the type III secretion system on pathogenicity island 1 of *Salmonella* Typhimurium, comprising three replicate bait and control samples.

Materials used in the experiment as well as information on bacterial strains, plasmids, culture conditions, details on cell fractionation, immunoprecipitation and LC-MS/MS analyses are described in the supplementary material.

The simulation and the real data set were analyzed by applying all combinations of pre- and postprocessing and scoring methods. The data was normalized by one of the five proposed normalization methods (*sumtotal, DESeq, TMM, upperquartile, quantile*) and analyzed with and without filtering. In case filtering is performed, the biological filter and the statistical filter are applied, setting the parameter of the latter to an *IQR* with a cutoff of 0.3 for the simulated data and to the parameters *overall variance* with cutoff of 0.2 for the real data set. A more conservative filtering is appropriate for the real data set, as it contains a smaller number of potentially interacting proteins. Overall, the following three workflows were applied: the first workflow containing SAINT coupled to the permutation-based approach by Westfall & Young (*SAINT-WY*), the alternative workflow integrating TSPM in combination with Westfall & Young (*TSPM-WY*) or the Benjamini-Hochberg adjustment (*TSPM-BH*).

R-code to reproduce the simulation data as well as all method calls is provided as supplementary material.
SIMULATION RESULTS

In the following section, we investigate the performance of all individual workflow components on the simulation data. We aim to evaluate the impact of the methods on the results and reveal advantages and disadvantages depending on data characteristics. As the simulation data serves as a ground truth, we can reliably compare the different methods by evaluating (i) how many of the 100 truly interacting proteins in the data are recovered below a multiplicity adjusted p-value of 0.05 and (ii) whether the methods allow controlling the number of false positives. Note, that the methods SAINT-WY and TSPM-WY control the FWER, while TSPM-BH restricts the FDR. The significance level is set to 0.05, holding the FWER or respectively the FDR at 5%, and the corresponding results need to be considered separately. We report the median of the number of truly interacting proteins detected by 50 simulations and provide the corresponding 95% confidence interval. Further results using a significance threshold of 0.1 can be found in supplemental Figure 5 and a more detailed evaluation on detecting the different protein classes, which form the base of the simulation data, is presented in the supplemental material. Additional results for the negative binomial simulation study are shown in supplemental Table 1 and robustness by increasing sample size is analyzed in supplemental Figures 19 and 20.

Preprocessing impact on the count distribution

Normalization and filtering influence the count distribution of the control and bait samples. The effect of normalization is clearly visible in boxplots of counts across the samples before and after normalization (as shown in Figure 2). We observe the expected stabilization of count distributions within replicate bait samples and within replicate controls (see supplemental Figure 6): The quantile normalization forces all count distributions to have the same shape. TMM, DESeq, and upperquartile show a similar tendency, but are less strict. The sumtotal normalization reveals its difficulties with outliers, in terms of extremely high counts, which lead to the repression of the first bait replicate in this example (see Figure 2). These minor differences can have major effects on the downstream
analysis as can be seen in the following section.

Considering a count distributions of the different protein classes which were introduced in the simulation data (refer to supplemental Figure 3a), Figure 2 demonstrates that a precise separation of bait and control distributions is obtained by the quantile normalization exemplary for one protein class, which is characterized by a high number of counts across all samples, but a stronger presence in the bait samples. The other classes are visualized in supplemental Figure 3b.

Filtering of the data strongly reduces the number of interaction candidates by removing a significant number of contaminants, approximately 70% in this case. Thereby, a complete removal of single-hit contaminants (defined by a very low count in only one sample) is obtained, while the number of truly interacting proteins is almost completely maintained (refer to supplemental Figure 7). In particular, between one and five truly interacting proteins are lost due to the filtering depending on the normalization method used (see supplemental Figure 8), which is acceptable as the benefit of filtering is still larger than its decreasing effect.

[Figure 2]

**Workflow based on SAINT and Westfall & Young**

Without any preprocessing, SAINT-WY detects on average 47 out of the 100 true interactors.

Normalization and preprocessing are crucial (as shown in Figure 3) and allow a detection rate of up to 76% for the quantile normalization in combination with filtering, while the sumtotal normalization exhibits the weakest performance. The narrow 95% confidence band points to reliable estimations. The median curve of contaminants, which are found in the corresponding list of proteins assessed below an adjusted p-value of 0.05, is close to zero, proving the reliability of the FWER (refer to Figure 3).

[Figure 3]

Further, we investigate the impact of preprocessing of the data on the SAINT scores itself and observe an increase of the scores for the truly interacting proteins (refer to supplemental Figure 9).
Looking closer at the relationship of SAINT scores and p-values obtained for the proteins in one selected set, truly interacting proteins with an adjusted p-value below 0.05 show scores in a range from 0.51 to 1.0 (see supplemental Figure 10). Hence, SAINT-WY also constitutes a robust criterion for generating a cutoff score while the false-positive rate is controlled, corresponding to a SAINT cutoff score of 0.51 in this example.

**Workflow based on TSPM and Westfall & Young**

Independently of the normalization method used, TSPM-WY exhibits difficulties to detect any of the 100 truly interacting proteins if no filtering of the data is conducted (see supplemental Figure 14). The filtering step is essential here and enables the median detection of 45 truly interacting proteins as shown in Figure 3 and in combination with normalization a median detection value of 85% and above is attained by the TMM, the upperquartile and the quantile normalization. In contrast, the median curve of contaminants which were found below an adjusted p-value of 0.05 strictly remains zero, proving the correctness of the FWER (see also supplemental Figure 15-16).

The reason TSPM-WY shows a very weak performance without the filtering step is due to single, outlying, high intensity counts which are present in one of the control samples. The affected protein receives an expected small test statistic (score) by TSPM, however, a high test statistic in the permutation sets. As Westfall & Young is a sensitive method, integrating the information of all proteins, many truly interacting proteins receive a high adjusted p-value due to this outlier. The filtering step leads to the removal of the outlier since the biological filter eliminates proteins in case the median count of the controls exceeds the median count of the bait samples.

**Workflow based on TSPM and Benjamini-Hochberg**

TSPM-BH is per se the less conservative method and already enables a median identification of 57.5 truly interacting proteins without any preprocessing of the data (refer to Figure 3). Further normalization and filtering allows a median detection rate of 96% and above of the truly interacting proteins for the TMM, upperquartile and quantile normalization. In particular, filtering has a
significant impact when analyzing the data without normalization or using the sumtotal normalization with an increase of 15% in the number of true interactors. As this approach controls the FDR, a higher number of true interactions are expected to be identified; however more false positives might also be included. The median contaminant curve reflects this issue, showing one or two contaminants in the final list in 50% of the cases, but holding the FDR at the required 5%.

**Comparison of the results by SAINT and TSPM**

The two workflows *SAINT-WY* and *TSPM-WY* both control the FWER and comparing their results by solely regarding the average number of detected truly interacting proteins shows that more true interactors are identified by TSPM at the same family-wise-error rate when using normalization and filtering, while SAINT similarly outperforms TSPM when no filtering and normalization are used. It is noteworthy that the 95% confidence band for *TSPM-WY* exhibits greater variation compared to the more stable estimations obtained for the SAINT workflows. However, a clear separation between the confidence bands of the two methods is observed indicating that even with this variation *TSPM-WY* is preferable (see Figure 3). Moreover, considering the performance in identifying the true interactors of the individual protein classes, forming the base of the simulation data, reveals diverse strength of the two approaches (see supplemental Figure 11):

The results indicate that *TSPM-WY* predominantly values a strong presence in the bait samples independent of low or high counts in the controls. Concerning the issue of outliers in the data, *SAINT-WY* is not as sensitive as *TSPM-WY*, detection rates of 40% and above are obtained for classes holding low counts in the controls as long as normalization of the data is conducted independent of the filtering. Without preprocessing of the data, *SAINT-WY* favors proteins showing a large difference in the counts between bait and control based on small counts in the controls. The less conservative method of *TSPM-BH* more strongly values small counts in the controls and allows detecting smaller differences between bait and control.
RESULTS FOR THE SALMONELLA DATA

In this section, we consider the results obtained from the analysis of the real data study, investigating interactions of the export apparatus component SpaS of the type III secretion system on pathogenicity island 1 of Salmonella Typhimurium. The type III secretion system is a well-studied macromolecular machinery composed of at least 15 interacting structural proteins (see supplemental Figure 17). The type III secretion holo-complex can be subdivided into three parts: needle complex, export apparatus and cytosolic components. The needle complex builds the structural core of the system and consists of the base proteins PrgH, PrgK, and InvG as well as the filament proteins Prgl and PrgJ. The substrate translocation mediating export apparatus is composed of the polytopic inner membrane proteins InvA, SpaP, SpaQ, SpaR, and SpaS. The cytosolic components InvC, OrgA, OrgB, SpaO and Invl are thought to prepare substrates for subsequent secretion. The cytosolic components are rather loosely associated with the rest of the complex and are easily lost during purification.

In our analysis, we evaluate whether the expected and well-known components of the system are identified by the different methods. Further, the experiment predominantly aims to discover potential new interaction candidates being involved. As this study constitutes rather a screening approach, we decided to choose a less conservative significance level of 0.1. We evaluate the interacting proteins found by the different pre-processing methods and the three workflows SAINT-WY, TSPM-WY and TSPM-BH.

A common set of 29 interaction candidates is detected by all methods independently of the pre- and postprocessing (see supplementary material). Among those, many known components of the S. Typhimurium SPI-1 type III secretion system needle complex and export apparatus are found: the base components PrgH, PrgK, and InvG, the needle filament protein Prgl, and the export apparatus components InvA, SpaP, and SpaS (the bait).

Depending on the normalization method used, application of the filtering as well as on the chosen scoring method (SAINT or TSPM) and postprocessing (WY and BH), additional proteins can be
detected. Considering purely the number of detected proteins obtained by the different methods, (see Table 1 and supplemental Figure 18) confirms the trend we observed in the simulation study. SAINT-WY yields more interaction candidates than TSPM-WY. TSPM-BH results in more candidates, which is to be clearly expected since the procedure of Westfall & Young is more conservative than Benjamini-Hochberg at the same significance level.

[ Table 1 ]

However, the number of detected candidates does not reflect which method performs best here. In the next step, we evaluate whether additional biological reasonable candidates are identified. First of all, two additional known T3SS needle complex proteins are found, namely the inner rod protein PrgJ and the export apparatus protein SpaQ. With this, all known components of the cell envelope-associated T3SS holo-complex were identified except SpaR, which evaded detection by mass spectrometry due to its extremely hydrophobic nature. A very promising and not immediately apparent interaction candidate is Ribonuclease R (UniProtID: E1WF54). It has been shown that the S1 RNA-binding domain of this protein can positively regulate the functioning of the T3SS in Yersinia pestis and Yersinia pseudotuberculosis. It was also shown that RNase R plays a role in the regulation of type III secreted effector proteins in Shigella spp. and enteroinvasive Escherichia coli (EIEC). However, a mechanism for the action of RNase R on T3SS or a direct interaction of this protein with the T3SS needle complex has not been presented yet.

It has been hypothesized that mRNA signals contribute to the targeting of substrates to the translocation machinery of Yersinia’s T3SSs. The identification of RNA polymerase (E1WEI7, E1WEI8, E1WIU2), ribosomal components (12 in total) and degradosome components (E1W7L4, E1WF54, E1WDY1) indeed suggests a close proximity of transcription and translation components and the T3SS, and this may promote the idea of mRNA targeting.

Our analysis shows that normalization plays a crucial role in the detection of Ribonuclease R (E1WF54) - it is only reported by SAINT-WY if the quantile or DESeq normalization is applied (as
shown in Table 2). In case the filtering step is added, the candidate can further be detected by the TMM and sumtotal normalization methods in SAINT-WY. TSPM-WY enables the detection of the protein as long as any of the normalization methods is executed. The less stringent method of TSPM-BH provides the determination of the protein independent of the normalization method or the filtering used. In contrast, the corresponding score calculated by the original SAINT without filtering is 0.572.

[ Table 2 ]

There are a number of further potentially relevant interaction candidates in which the preprocessing and scoring method decides whether the corresponding protein is found or remains undetected (see supplemental Table 2). For instance, normalization and filtering have an impact on the detection of the proteins L5 (E1WIK5), L15 (E1WIJ8), RpoA (E1WIJ2), L16 (E1WIL0), S11 (O54296), L17 (E1WIJ1) and HflC (E1WF5J). Filtering in general enables a greater or even complete independence of the choice of normalization method. SAINT and TSPM rely on different features for scoring protein candidates, consequently leading to a diverse assessment as well as preference for some proteins. SAINT is solely responsible for the determination of protein S12 (E1WIM5) and YajC (E1WBR7), while TSPM is the only scoring method to detect HflK (E1WF50), FtsH (E1WI79), and HtpX (E1WG81), in most cases with the support of all normalization methods independent of filtering. Interaction candidate HtpX and the FtsH holo-complex consisting of FtsH, HflC, and HflK are the major proteases responsible for the turnover of integral inner membrane proteins in bacteria. It is conceivable that these proteases are also involved in the quality control of the T3SS needle complex.
DISCUSSION

In this contribution, we introduce a complete workflow for the analysis of AP-MS data, embedding a scoring method for interaction proteins into a pre-and postprocessing framework.

Preprocessing of data plays an important role in the analysis of genomic data, however normalization or statistical filtering has so far not been considered in the analysis of AP-MS data.

Up to date, to our knowledge sumtotal normalization is the only normalization method commonly applied in AP-MS data analysis. We implemented and investigated the performance of four additional normalization methods from microarray and RNA-seq analysis and adapted it to the features of AP-MS data. We account for the difference in control and bait experiments and solve the issue of fewer identified proteins in controls by a median rescaling approach. Our simulation study demonstrates the significant impact of normalization methods on the detection of truly interacting proteins – an increase of 20-40% in the number of true interactors can be obtained. Different promising interaction candidates are also found in the Salmonella study due to normalization. However, normalization methods can vary in performance depending on data characteristics (refer to the section 'Evaluation of results and discussion of merits' in the supplementary material).

As a second preprocessing step, we introduced a biological and statistical filtering of the data in order to remove obvious contaminants at an early stage and to reduce the multiple testing problem correspondingly. In the case of large and noisy data sets, filtering enables a more sensitive detection of true interactions as our simulation study demonstrates. In contrast, the Salmonella data set is small and received high-quality measurements; hence filtering of the data is less crucial and results in only minor improvements. Further, the framework enables an extension of the filtering to include additional pre-filters, so that future studies can for example benefit from contaminant lists provided by the CRAPome database 20.

After preprocessing of the data, we investigated the performance of two different scoring methods – SAINT and TSPM – to evaluate the interaction potential of a protein. SAINT is a well-established method and our simulation study confirms its overall good performance. As an alternative scoring scheme, we introduce TSPM which we adapted to AP-MS data. TSPM is based on quantitative
measures and labeling of bait and control only. The simulation study proves its efficiency in successfully separating truly interacting proteins from contaminant proteins. The identification of promising interaction candidates in the *Salmonella* data further supports the choice of TSPM as a new scoring scheme for AP-MS data.

We observe diverse features of the two proposed scoring methods by investigating different protein classes in the simulation study, which may result in a diverse assessment of proteins as shown in the *Salmonella* data study. However, it is not our aim to favor one of the two methods - SAINT and TSPM - we showed strength and pitfalls of both methods. We note that the choice of normalization and filtering is far more impactful than the choice of the scoring scheme. In general, the overall idea of the proposed workflows is also applicable to other scoring schemes.

For postprocessing, we aimed at replacing scores by p-values, which allow the estimation of false positive interactions in a final list of candidate proteins. We proposed a permutation approach combined with the integrative procedure of Westfall & Young to calculate p-values which are controlled by the family-wise-error rate (FWER). Considering the simulation results, SAINT scores of the selected proteins range from 0.5 to 1.0. This indicates how difficult it can be to set thresholds and that many truly interacting proteins may be missed by subjectively set thresholds. Thus, the proposed approach constitutes a robust criterion for generating a cutoff score in a list of interaction proteins produced by SAINT or any other scoring scheme.

This also addresses the stated need for appropriate benchmark data sets in order to validate and compare the performance of different methods for the analysis of AP-MS data as well as to assess the accuracy of their error estimation procedures. 3 The proposed approach can be transferred to any scoring scheme, thus providing a basis for comparison studies. Our findings indicate that the error estimation proposed by SAINT, averaging the complement of the scores for the selected interaction proteins, is more conservative (see supplemental Table 3).

Another issue in AP-MS studies is small sample size, thus it is advisable to use integrative procedures. The algorithm of Westfall & Young is powerful in these settings and constitutes a less conservative method compared to other FWER controlling methods. Moreover, the conservative nature of the
method ensures the generation of a highly reliable list of interaction proteins.

The method of TSPM can be combined with two different postprocessing concepts. On the one hand, we can apply the permutation based procedure of Westfall & Young to the TSPM test statistics in order to allow comparisons to SAINT. On the other hand, p-values can be directly calculated from a $\chi^2$-distribution combined with a less conservative adjustment such as the Benjamini-Hochberg method. Hence, TSPM enables us to use a less conservative approach for detecting true interactions in AP-MS data by controlling false positives by a FDR.

Our approach currently relies on the presence of negative controls, while an alternative strategy in AP-MS experiments is to use different bait experiments. Our framework is not directly applicable to this setting. When permuting negative controls with baits, it is ensured that the controls just contain noise, while baits always carry information. In future research, we will evaluate whether an iterative procedure starting with the strongest signals may allow the inclusion of different baits.

To sum up and give a guideline for the potential user analyzing AP-MS data (see also supplemental Figure 21 for guideline overview): Normalization of the data is crucial; the quantile normalization is based on good experience in other fields and has also proven its successful application in our study. Filtering of the data is meaningful, but a low cutoff should be chosen in case no additional biological knowledge is available. The choice of the three proposed workflows SAINT-WY, TSPM-WY or TSPM-BH depends on the intention of the experiment and the significance threshold needs to be adapted correspondingly. In case a highly reliable group of true interaction proteins should be identified - rather accepting to lose some true interactors than to include false-positive candidates - the best choice is SAINT-WY or - given there are no outliers in the data set - TSPM-WY. If the experiment constitutes a screening approach to find new candidates, accepting a certain and controlled amount of false-positive hits, TSPM-BH should be used. Using the different methods simultaneously is also an option and increases the reliability of candidates which are independently supported, however, the results need to be carefully integrated and interpreted according to the different FWER/FDR concepts.
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FIGURE LEGENDS

Figure 1: Workflow overview showing the three main parts for the analysis of AP-MS data: preprocessing, scoring and postprocessing of interaction proteins. Preprocessing comprises normalization and filtering of the data; here we compare five different normalization methods. Purpose of the filter is the early elimination of obvious contaminants. In the next step, scoring of the interaction proteins is either conducted by SAINT or TSPM. A permutation framework in combination with the subsequent WY-adjustment replaces the scores by p-values. In case of the TSPM model, p-values can alternatively be derived from a distribution coupled to a BH-adjustment. Finally, a control of false positive interaction proteins is provided.

Figure 2: Count distribution of bait and control samples (excerpt) shown for a class of truly interacting proteins holding high counts across all samples, but a stronger presence in the baits (in grey): (a) without normalization, (b) with sumtotal normalization, and (c) with quantile normalization of one exemplary selected data set. Boxplots indicate that baits and controls are not clearly separated in cases (a) and (b), but receive a more precise separation by the quantile normalization in case (c) with the medians of all baits being above the upper quartiles of all controls.

Figure 3: Number of identified truly interacting proteins below a threshold of 0.05 by the different workflows. Median values of 50 simulations and corresponding 95% confidence bands are shown without filtering for (i) SAINT-WY and (ii) TSPM-BH, and with filtering for (iii) SAINT-WY (saintWY.F), (iv) TSPM-WY (tspmWY.F), and (v) TSPM-BH (tspmBH.F), according to the normalization method applied (reported on the x-axis). A maximum number of 100 true interactors can be obtained based on the ground truth. Median values and 95% confidence bands are presented for the identified false positives (contaminants) correspondingly.
**Tables**

<table>
<thead>
<tr>
<th>Normalization method:</th>
<th>SAINT-WY w/o filtering</th>
<th>SAINT-WY + filtering</th>
<th>TSPM-WY w/o and with filtering</th>
<th>TSPM-BH w/o filtering</th>
<th>TSPM-BH + filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o Norm.</td>
<td>44</td>
<td>33</td>
<td>46</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>sumtotal</td>
<td>55</td>
<td>40</td>
<td>72</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>DESeq</td>
<td>55</td>
<td>35</td>
<td>64</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>TMM</td>
<td>51</td>
<td>35</td>
<td>56</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>quantile</td>
<td>67</td>
<td>44</td>
<td>67</td>
<td>44</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1: Number of identified interaction candidates below a threshold of 0.1 in the Salmonella data study investigating interactions with the type III secretion system.**

Application of the two FWER controlled workflows SAINT-WY and TSPM-WY, and the FDR based workflow TSPM-BH for additional screening (i) without normalization (w/o Norm.), (ii) with five different normalization methods, (iii) without filtering, and (iv) with filtering of the data.

<table>
<thead>
<tr>
<th>Normalization method:</th>
<th>SAINT-WY w/o filtering</th>
<th>SAINT-WY + filtering</th>
<th>TSPM – WY w/o and with filtering</th>
<th>TSPM – BH w/o filtering</th>
<th>TSPM – BH + filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o Normalization</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>TMM</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>quantile</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>upperquartile</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>DESeq</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>sumtotal</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

**Table 2: Detection of the interaction candidate Ribonuclease R (UniProt ID: E1WF54) below a threshold of 0.1 (denoted by x) by the methods SAINT-WY, TSPM-WY, and TSPM-BH with or without filtering respectively and dependent on the normalization method applied.**
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